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How (Not) to Predict an Election

Failed prediction #1 was from a poll run by the 
Literary Digest.

Sample size isn’t everything.

Recommended reading:
• https://www.britannica.com/topic/public-

opinion/Allowance-for-chance-and-error#ref913886
• https://en.wikipedia.org/wiki/The_Literary_Digest

https://www.britannica.com/topic/public-opinion/Allowance-for-chance-and-error#ref913886
https://www.britannica.com/topic/public-opinion/Allowance-for-chance-and-error#ref913886
https://en.wikipedia.org/wiki/The_Literary_Digest
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How to Predict an Election

Prediction #2 was from a poll run by 
George Gallup.

George Gallup was a talented statistician 
who:
• Understood basic statistical bias
• Understood basic sampling techniques
• Correctly predicted the actual result to 

within 1.4%

This was career making for George Gallup. 
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We still have this problem today. 

It doesn’t matter how much data you have; 
if your input data is biased, your outputs will be 

biased.

How to Predict an Election
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Artificial 
Intelligence 

Machine 
Learning

Deep 
Learning

GenAI 
Natural 

Language 
Processing 

Optimisation

Forecasting

1950s 1980s 2010s

Now

Benefits are huge, but AI and models are only as good as the data they are built on. 
If data is biased, models will be biased, and the results will be biased.
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1988 2002 2004 2007 2009

Computer program used to screen 
applicants to St. George's Hospital Medical 

School exhibited gender and other bias.

In 2002, Somali grocers in Seattle were permanently 
disqualified from food stamp program.

In 2004, Users' gender and computer experience impacts the 
performance of voice-activated medical tracking application

In 2007, The public benefits algorithm used in 
Colorado denied Medicaid to pregnant women.

In 2007,Algorithm used by hospitals and physicians to guide 
decisions around vaginal versus c-section births is racially 

biased.

In 2007,Texas’s automated public benefits system (TIERS) 
made incorrect eligibility determinations for food stamps.

In 2007,California's public benefits algorithm denied 
Medicaid to foster children, among other issues.

In 2009, Nikon cameras labeled 
Asian faces as blinking.

In 2009, HP computer's facial-
tracking software couldn't track 

movements of Black user.

Source: BERKELEY HAAS CENTER FOR EQUITY, GENDER & LEADERSHIP  Examples of Bias in Artificial Intelligence

Whoops…
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2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2023

in 2011, Voice recognition 
systems in cars have a 

harder time 
understanding female 

voices than male voices.

In 2011, Google Play's ad 
marketplace showed sex 

offender app as being relevant 
to searches for gay dating app.

In 2012, Google 
Instant's alleged 

"Anti-Semitic" 
results lead to 

lawsuit in France.

In 2013, Searching for certain names on Google led 
to advertising for criminal justice services, such as 

bail bonds or criminal record checking. 

In 2014, Men are 5x more likely than women to 
be offered online ads for high-paying executive 

jobs.

In 2014, Google's ad algorithm 
offered men and women different 

employment opportunities.

In 2015, Women are underrepresented on Google Images 
for several occupations. 

In 2015, Google Photos was labeling Black people as 
gorillas.

In 2015, Asians were found to be twice as likely to 
get a higher price for Princeton Review's SAT prep 

resources.

In 2016, Word embeddings trained on Google 
News articles exhibit female/male gender 

stereotypes.

In 2016, Gild's (online tech hiring platform) 
candidate ranking algorithm was found to be 

biased against women.

In 2016, AI-driven international beauty contest 
(beauty.ai) 'judged' fairer-skinned folks as beautiful.

In 2016, The COMPAS predictive policing 
model was found to be biased against …

In 2016, Minority neighborhoods in California, 
Illinois, Texas, and Missouri pay higher car 

insurance premiums than White areas with the …

In 2016, Facebook allowed advertisers using its 
platform to use 'affinity profiling', thereby 

excluding users on the basis of demographic …

In 2016, Microsoft's chatbot 'Tay' produced racist responses.

In 2017, The algorithmic assessment 
tool used to determine care hours for 
people with disabilities in Oregon was 

specifically designed to scale back 
hours.

In 2017, The algorithmic assessment tool used to 
determine care hours for people with disabilities 

in Oregon was specifically designed to scale back 
hours.

In 2017, Algorithms showed a tendency to 
associate women with shopping and men with 

shooting.

In 2017, Automatic soap dispensers were 
found to be less effective for users with dark 

skin.

In 2017, Image-recognition system 
trained on open-source data sets 

classified Indian brides in 
traditional garb as wearing …

In 2017, Tweets written in African 
American English dialects are mis-

identified as not being written in 
English at a higher rate than tweets in 

other dialects.

In 2017, Facebook's censorship rules delete 
hate speech directed at 'protected 

categories', but allows attacks on subsets of 
said categories.

In 2017, Two automatic speech 
recognition systems performed worse on 
talkers based on their race, gender, and 

dialect.

In 2017, Algorithm used to help UK 
police make custody decisions was 
found to be discriminating against 

lower-income populations.

In 2018, The algorithm used to 
calculate hours of care for 
people with disabilities in 
Arkansas was opaque and 

arbitrary.

In 2018, Facial recognition software 
from IBM, Microsoft, and Face++ are 

far less accurate when identifying 
gender in people of color than in …

In 2018, Searching for the term "Black girls" led 
to sexually explicit content being displayed.

In 2018, Race-blind predictors used in 
college admissions decisions mis-rank 

Black students.

In 2018, PredPol (crime prediction software) lead 
police to unfairly target certain neighborhoods.

In 2018, Amazon's Recognition (used by law 
enforcement) was found to have racial bias.

In 2018, Healthcare algorithm using length of stay as proxy 
was found to be racially biased.

In 2018, Google and Amazon's smart 
speakers are less likely to understand non-
American accents, and have different levels 
of accuracy for dialects from different parts 

of the U.S.

In 2018, Housing 
algorithm in LA lets 
people fall through …

In 2018, Determinations made 
by a fraud detection algorithm 
used as part of the food stamp 

program in Michigan were 
found to be largely incorrect.

In 2018, Child welfare risk 
model used in Allegheny 

County, Pennsylvania was 
found to racially biased. 

In 2019, Facebook's ad delivery 
process allows housing and 

employment ads to be skewed 
along demographic criteria.

In 2019, Google translate had a male 
default, typically gendering gender 

neutral pronouns as male. 

In 2019, Three widely used 
algorithms for Natural Language 

Processing (NLP) failed to …

In 2019, Google's pre-trained NLP 
model, BERT, is gender biased.

In 2019, The Apple Card (credit card) was 
accused of having a gender bias.

In 2019, SketchFactor app for crowdsourcing "safety" 
led/would lead to teleological redlining.

In 2019, AI model used to predict kidney function 
decline in patients treated in U.S. Veterans Affairs 

hospitals performed worse when tested on 
women.

In 2019, Voice enabled assistants are likely to be have a 
higher accuracy rate when understanding white 

American male voices, as compared to any other 
identity. 

In 2019, The widely used healthcare algorithm 
called Optum was found to be biased against …

In 2019, Self-driving cars might be less 
likely to detect darker-skinned …

In 2019, State-of-the-art scheduling AI 
caused Black patients to wait about 30% 

longer than non-Black patients at a specialty 
clinic.

In 2019, Tweets written in dialect used by 
African-Americans are often considered more 

hateful or offensive by algorithms trained to flag 
hate speech.

In 2019, Black and Latinx patients who presented to a Boston 
emergency department with heart failure were less likely 

than white patients to be admitted to the cardiology service.

In 2019, HireVue's online interview services 
use algorithms that analyze facial expressions, 

with potentially discriminatory results. 

In 2019, Consumer-lending FinTech firms 
were found to be racially biased.

In 2019, China is using mass surveillance 
A.I. to profile residents of Uighur Muslim 

minority.

In 2020, Algorithm used by New Orleans PD to identify victims 
and perpetrators of violent or gang crimes was found to be 

racially biased.

In 2020, Clearview AI's facial recognition technology 
is used by law enforcement agencies across the 

country -- without sufficient knowledge of its 
workings.

In 2020, Risk classification algorithm used by ICE to 
determine immigration violations and arrests found to be 

biased.

In 2020, 5 state-of-the-art automated 
speech recognition (ASR) systems 

exhibited substantial racial disparities.

In 2020, A Black man in Detroit was wrongfully 
arrested on the basis of an incorrect facial recognition 

match.

In 2020, Duke university's PULSE -- which 
used a pretrained, off-the-shelf model from 

NVIDIA -- was shown to have racial bias

In 2020, Algorithms used by hospitals and physicians to 
guide decisions on who needs kidney care are racially 

biased.

In 2020, MIT '80 Million Tiny Images' image 
database taken down over derogatory labels.

In 2020, Hong Kong Bank Manager swindled by 
fraudsters using deepfaked voice of company 

director.

In 2020, Microsoft’s algorithm selected 
photo of the wrong mixed-race person.

In 2020, Afghan refugee denied asylum due to faulty AI translation.

In 2020, GPT-3 associated Muslims to violence.

In 2020, Twitter's image cropping tool showed gender and racial bias.

In 2020, Facebook's algorithm mistook an advertisement 
of onions as overtly sexual content.

In 2020, UK passport checker showed bias against dark-skinned women.

In 2020, Tesla autopilot mistakes letters on flag for traffic light.

In 2020, AI-enabled ball tracking camera 
mistakes referee's bald head for football.

In 2023, Twitter's moderation tool 
misidentified rockets as pornography.

In 2023, parents scammed by son's AI voice.

In 2023, celebrities deepfake 
voices used for malicious intent.

In 2023, Indian police tortured innocent 
man misidentified by facial recognition.

In 2023, Instagram video featured deepfake audio 
of president making transphobic remarks.

In 2023, online scammers used 
AI generated images of 
earthquake in Turkey.

In 2023, sci-fi magazine stopped accepting 
submission due to large number of LLM-generated 

content.

In 2023, AI-generated audio used 
to bypass banks voice-id program.

In 2023, ChatGPT erroneously alleged 
mayor served prison time for bribery.

In 2023, ChatGPT exposed users' private data.

In 2023, driverless cars immobilized, casuing traffic jams.

In 2023, man reportedly committed suicide 
following conversation with chatbot.

In 2023, a lawyer used ChatGPT for court 
case research and submitted hallucinated 

content.

In 2023, deepfake of explosion near US 
military building causes stock market 

crash.

In 2023, chatbot gives diet advice 
to users seeking eating disorder 

help.

In 2023, US presidential candidate releases AI-
generated video that smears opponent.

In 2023, Amazon was flooded with AI-
generated books, skewing best-seller 

results.

In 2023, AI-generated meal planner 
suggests hazardous chlorine gas recipe.

In 2023, viral image of Pope Francis in a puffer 
jacket revealed to be AI-generated.

…WHOOPS

Source: BERKELEY HAAS CENTER FOR EQUITY, GENDER & LEADERSHIP  Examples of Bias in Artificial Intelligence
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Source: BERKELEY HAAS CENTER FOR EQUITY, GENDER & LEADERSHIP  Examples of Bias in Artificial Intelligence

The acceleration of algorithms and technology 
leads to an amplification effect. 

AI can make really fast decisions at scale in a way 
that humans can not. 

If something goes wrong, it goes:
• Very wrong
• Very fast
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Nobody wants to make headlines
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Source: https://incidentdatabase.ai
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Availability Bias
Recall Bias

Automation bias 
Deployment Bias

Drift Bias
Reporting Bias

Exclusion Bias
Pre-processing Bias

Measurement Bias
Time-interval bias

Historical Bias
Sample Selection:

Selection Bias
Attrition Bias

Proxy Bias

Confirmation Bias
Cause/ Effect Bias
Confounding Bias
Collider Bias
Prediction Bias 
Performance Bias
Hindsight Bias
Chronological Bias
Funding Bias

Data & AI Lifecycle: Bias Everywhere
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ALL real data is biased.

This is a problem that has no mathematical solution.

You can’t get rid of bias, only mitigate against it.

Use statistical techniques!

Accepting the Truth and Finding Solutions
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How to Avoid Creating Automated Liars

1. Question 
and 

understand 
your data

2. Use the 
right data 

for the 
right 

purposes

3. Monitor 
and Modify 
your usage 
as you go

4. Get the 
whole 

company 
on board
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Quality and qualities
• How clean is your data? Does it contain errors?
• How old is your data?
• Where and how was it recorded?
• Are there similar sources of data available for comparison?

Quantities
• Do you have enough data for what you want to use it for? 
• Should you consider supplementing it? 
• Do you need to collect more before you can start?

Trusted source? Lineage?
• Do you trust the source of your data?
• Where and how is the data going to be used?

Diversity
• Is the data diverse enough?
• What groups of people might be missing from the data?
• What happens if minority groups an under-represented?
• What happens if some groups an over-represented? (more vocal)
• Maybe you are missing people who dropped off before purchasing?
• Maybe missing customer data for declined loans because they never became customers?
• Homeless people missing from census data?

Semantics and labelling
• How have you labelled your data? (very important for GenAI)
• Is the meaning of it clear? 
• Can you sense test it with a subject matter export?

1. Question 
and 

understand 
your data
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“If you torture the data long enough, 
it will confess to anything.” 

Ronald Coase, Economist (Nobel Prize in Economics 1991)

Source: https://tylervigen.com/spurious/correlation/2539_masters-degrees-awarded-in-psychology_correlates-with_amazoncoms-stock-price
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Work with what you have: 
• Don’t let your data scare you off - but make sure you’ve questioned and understood it first.
• If you understand your data, you can correct for bias as you go.

Right data for the model
• AI and analytics use cases and techniques dictate what data you need for them
• E.g. Generative AI requires different data inputs to a predictive model. 
• Horses for courses!

Make it the right data
• If you haven’t got the right data, make it the right data. 
• Consider how you are going to deal with outliers and missing values
• Consider using techniques like boosting samples, stratifying test data, ensemble modelling, and 

synthetic data if needed.

“Fairness” varies in definition
• Consider fairness, based on different relevant definitions of fairness. 
• What’s fair in one context might not be what’s fair in another. Sometimes you need to give 

minority groups a boost in your data to make sure they don’t get lost.  Sometimes you need to 
counter-correct for a vocal minority. It depends on the context. 

Use the right models for the right purposes
• Understand where an AI technique or model technique’s strengths and weakness lie
• Horses for courses
• Don’t use LLMs and GenAI for things like numerical analysis, predicting trends, predicting 

elections! 

2. Use the 
right data for 

the right 
purposes

(and vice versa)
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Generative AI Non-generative AI

Source: Gartner

• Content generation
• Knowledge discovery

• Segmentation / 
classification

• Recommendation 
systems

• Perception
• Intelligent automation
• Anomaly detection / 

monitoring

Conversational 
user 

interfaces
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Implement versioning 
• Making sure use of your data is versioned and revertible to an older version if possible
• Important because models can drift or break
• You might need different versions of data or models for different scenarios

Audit usage
• Audit usage of data 
• Audit usage of models
• Security and Privacy concerns need to be covered

Watch for inference and derivation
• I.e, Where output of one model can be used as the input to another
• Valid but it can amplify issues – see GenAI
• Track how your models are combined and whether that combination is acceptable
• Governance important

Observe and monitor model performance
• Performance in terms of accuracy
• Performance in terms of bias
• Robustness of model based on inputs
• Performance in terms of general health
• You can’t fix an issue you can’t see

Continuously test AI for retraining
• Lots of ways successful models can go off the rails
• E.g. Drift of data as compared to training data can be an indication that a model needs retraining. 

3. Monitor 
and Modify 
your usage 
as you go 
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3. Monitor 
and Modify 
your usage 
as you go 
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“Push left”
• Refers to the left side of the data and AI lifecycle
• The more you can do on the left to get the data right to start with, the more trouble you avoid on 

the right later on
• Establish data stewardship to ensure data used correctly across the full life cycle.

Establish ethical oversight
• Establish an oversight committee to provide guidance on AI ethical dilemmas 
• Should cover everything from sales to procurement

Ensure compliance
• Know what your obligations
• More regulations are coming
• Manage risk

Drive cultural fluency
• Look at initiatives that drive cultural fluency
• Data and AI literacy
• Training and coaching employees in trustworthy AI principles, methods, and tools

Operations alignment
• Standard operating procedures 
• Strong technology platforms 
• Strong practices

4. Get the 
whole 

company on 
board
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Oversight
 AI Governance, Strategy, 

and Enforcement

Operations
 SOPs w/ Supporting 

Infrastructure

Compliance
 Performance and 
Risk Management

Culture
 Ethically Systemic 

Norms & Practices

T
E

C
H

N
O

L
O

G
Y



Copyright © SAS Institute Inc.  All  r ights reserved.

Data Quality
Data Exploration

Information Privacy
Data Masking 

Data Suppression
Data Lineage

Synthetic Data Generation
Semantic Type Remediation

Model Governance
Model Monitoring

Decision Accountability
Model Cards

Natural Language Insights 
Model Interpretability
Fairness Assessment

Bias Mitigation

Trustworthy AI Workflow
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1. Question and 
understand 
your data

(Understand your 
bias)

2. Use the right 
data for the 

right purposes

(Correct for bias, 
and use horses for 

courses)

3. Monitor and 
Modify your 

usage as you go

(You can’t fix an 
issue you don’t see)

4. Get the 
whole company 

on board

(“Push left”)

Recap
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1 All real data is biased. You can’t get rid of bias, only mitigate 
against it. 

3 Use the right AI and models with the right data (and vice versa)

Takeaways

2 Understand the bias you have in your data, and compensate based 
on the purpose you’re using it for2

4 Come talk to us!
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Thank you!

www.linkedin.com/in/simonjamesedwards

Simon Edwards
Head of AI Platform Engineering and Architecture
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