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58% of executives believe that 

major ethical risks abound with the 

adoption of generative AI.

Source: IBM CEO’s guide to generative AI

79% of executives say AI ethics is important to their 

enterprise-wide AI approach, less than 25% have 

operationalized common principles of AI ethics.

Source: IBM CEO’s guide to generative AI

65% of CEO’s surveyed see AI as a force for 

driving business efficiency – but also fear 

unintended consequences

Source: EY CEO Outlook Pulse Survey 



Exploring AI Governance Shortcomings: Real-World Examples
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AI Governance Challenges 

Bias

Fairness

Transparency 

Security & Privacy  

Explainability 

Regulators Playing 

Catch-up 

Long Term Impact 

Job Displacement



Governing AI: From Minefield to Framework

Align organisational core values & AI objectives

Introduce oversight 

Leverage external frameworks 

Audit, iterate, adjust (and then more audit some more….)



Governing AI: From Minefield to Framework

Align organisational core values & AI objectives

Not just on paper, but in real-world scenarios. 

Speed to market and outpacing competitors is often prioritised, will ethical considerations such as 

fairness, transparency, and accountability be equally important when developing AI? 

Some might argue that prioritising ethics slows down progress, while others believe responsible AI 

is essential for long-term trust and brand reputation. How will the organisation navigate these 

seemingly conflicting priorities?



Governing AI: From Minefield to Framework

Introduce oversight 

What should be considered when creating an AI Ethics Committee / AI Governance Board? 



Governing AI: From Minefield to Framework

Leverage external frameworks 

• ISO/IEC 42001:2023 IT Artificial Intelligence Management System

• OECD – Artificial Intelligence & Responsible Business Conduct Paper 

• eSafety Commissioner: Generative AI Position Statement  

• IEEE SA Standards Association: Prioritising People and Planet as the 

Metrics for Responsible AI

• Microsoft and Tech Council Australia: Australia's Generative AI 

Opportunity report (July 2023)

• Fifth Quadrant: Responsible AI Index - a study of over 400 organisations

• National AI Centre - AI Ecosystem Report 2023

• CSIRO & Data61: Responsible AI Pattern Catalogue

• Google’s People and AI Guidebook 



Governing AI: From Minefield to Framework

Audit, iterate, adjust (and then more audit some more….)



Thank You 
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