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LLMs (Large Language Models) Applications

•Customer & Employee Experience: Personalized support
•Chat with your files/data (RAG): 

• Corporate files, Confluence, Jira, Intranet, etc. 

•Code Generation
•Content Generation: Marketing, Sales, Product Descriptions, Training
•Business Analytics: Interpret vast data sets, insights & trends.
•Decision Support with Copilots & AI tools 



Benefits and Risks of LLM Applications

Benefits

- faster processes

- automate human tasks

- access to information

- more “natural” way to 
communicate with data

- faster turnaround 
(marketing, sales, 
customer support, HR, 
etc.)

Risks

- misinformation (hallucination)

- bias

- harmful content

- individual privacy risk

- prompt injection

- data loss/theft/misuse

- damage to brand/company

- IP infringement



Rent or Own?

Rent: leverage closed source, proprietary 
LLMs (e.g., Azure Open AI, Google Bard, 
Anthropic Claude, etc.), or access through 
an API

Own: host your own (open source LLM)?

Example:

Azure OpenAI Service is a better choice compared to using the 
public ChatGPT from OpenAI. Azure OpenAI Service offers 
private access to OpenAI's LLMs. This means you can securely 
access and utilize the models within your virtual network 
infrastructure, using private IP addresses.



Common pitfalls 
with LLMs?

LLMs are not perfect, they come with risks.



Inconsistent Data Handling Policies

Inconsistent data handling, 

data usage and retention policies among providers.

 

• OpenAI’s ChatGPT –user data is used to improve its models (unless you opt 
out), and often data is shared with 3rd parties

• Claude (Anthropic) and Bard (Google) – retention and usage policies vary 
 “Anthropic retains your personal data for as long as reasonably necessary for the purposes and 
   criteria outlined in Privacy Policy“ 

 “Google collects your Bard conversations, related product usage information, info about your location, and your 
feedback. Google uses this data, consistent with our Privacy Policy, to provide, improve, and develop Google 
products and services and machine learning technologies, including Google’s enterprise products such as Google Cloud.” 

https://policies.google.com/privacy


Challenges with Training LLMs

Do you train your own??

Do you fine tune??

• LLMs require vast amounts of data for training, expertise and tech $$$

• Diversity of sources: books, websites, articles, user inputs, and more.

• Challenges: Ensuring the data is anonymized and devoid of personally 
identifiable information (PII).  No malicious or harmful content.  
Copyrights and ownership of data (public? Private? Who owns?)

• If there is PII data in the training set, LLMs have the potential to expose it (either 
intentionally or not).



Hallucination

• Hallucination in the context of LLMs refers to the generation of text that 
is erroneous.

LLMs make stuff up..
 

• The severity of this issue can increase spread of inaccurate information, 
bruise corporate image/brand, poor customer experience



LLMs will always hallucinate

• Vu Ha, an applied researcher and engineer at the Allen Institute for 
Artificial Intelligence, asserts that LLMs “do and will always 
hallucinate.” But he also believes there are ways to reduce — albeit 
not eliminate — hallucinations, depending on how an LLM is trained 
and deployed.

     (https://techcrunch.com/2023/09/04/are-language-models-doomed-to-always-hallucinate/)

• Often the primary reason that LLMs hallucinate is due to lack of 
context.

• LLMs can’t distinguish between an instruction and data that was 
provided to complete this instruction.



Manage Risk

• Anticipate & manage risks

• Guide user behavior & averting misuse

• Handle errors gracefully

• Establish AI Risk Strategy & Training

OpenAI gives a disclaimer:
“ChatGPT sometimes writes plausible-sounding 
but incorrect or nonsensical answers.”



Privacy Pitfalls in LLM 
Deployments

• Even with data anonymization, LLMs can 
sometimes generate outputs exposing specific 
training data.

• Prompt injection is a real risk

• LLMs inadvertently revealing sensitive 
information or biases.

• IP infringement

• Ongoing research to minimize and mitigate 
these risks.



Proprietary Data & 
Intellectual Property

• Training LLMs on proprietary data is a real concern

• Can you avoid IP infringements?

• Several lawsuits underway (in 2023, and 2024), alleging AI image-generators violate the rights of millions 
of artists by ingesting large amounts of digital images and then producing derivative works that compete 
against the originals.

• John Grisham, Jodi Picoult and Game of Thrones novelist George R R Martin are among 17 authors who 
have sued OpenAI over concerns that AI programs are using their copyrighted works without permission.

• These lawsuits against OpenAI 'fundamentally reshape' artificial 
intelligence, according to experts



Legal Trouble…
• Nvidia is sued by authors over AI use of copyrighted 

works (Mar, 2024)

• European Media vs. Google
• Google hit with €2.1B lawsuit from more than 

30 European media companies. The companies 
claim that they “incurred losses due to a less 
competitive market” because of Google's 
advertising practices.

• New York Times vs. OpenAI & Microsoft (Mar 2024)
• The New York Times sued OpenAI and Microsoft 

for using its articles to train AI models without 
consent.

• Top music publishers sued Anthropic for using 
copyrighted lyrics to train its AI models.(Feb 2024)



Prompt Injection (Text & Image)

Hackers can “talk” through prompts to LLM applications, and trick 
it into misbehaving…

1. This allows attackers to either gain access to your data or inject 
malicious data/code into a prompt

2. Compromises the system's security and data

Why this is a concern?
What can you do about?



Going Invisible?

• GPT-4 is great at OCR (Optical 
Character Recognition)

• There is a hidden prompt in the 
image (not visible for a human)

• You could hide text prompts of 
other images within the image.

(Hidden visual prompt injection example shared 
by Riley Goodside)

https://x.com/goodside/status/1713000581587976372?s=20&ref=blog.roboflow.com
https://twitter.com/goodside?ref=blog.roboflow.com


What is the worst that can happen?

• Your LLM application doesn’t “behave” as expected

• Trick the LLM into doing something weird….

• Data leaks

• Damage to your brand

• Unauthorized access to your data

• Search index poisoning (instruct the LLM to return 
misleading information)

• System level attack

• Theft of data (financial data, Personally Identifiable Data, 
etc.)

• Injection of malicious code into your systems

• Harm and misuse



Busted!

Feb, 2024 -  Air Canada found liable for chatbot's bad advice on plane tickets

• Air Canada has been ordered to pay compensation to a grieving grandchild who claimed they were 
misled into purchasing full-price flight tickets by an ill-informed chatbot.

Air Canada argued that the chatbot is a tool that was "a separate legal entity that is responsible for 
its own actions.“

"While a chatbot has an interactive component, it is still just a part of Air Canada's website. It should be 
obvious to Air Canada that it is responsible for all the information on its website. It makes no difference 
whether the information comes from a static page or a chatbot."



More “Power” for 
LLM Applications

• Plugins

• Ability to make API calls

• Interact with other systems

• Trigger and execute code

• Etc.



Currently, no reliable 
protection against 
prompt leak and 
prompt injection 
attacks.

Some companies are working on this 
problem (i.e. Prompt Security)



What can we do?

• Establish guardrails, policy, education 
& training

• System level prompts

• AI to govern another AI?

• Multiple layers of security?

• Anticipate attacks & deal with it

• Prompt leak attacks are inevitable at 
this point

• Treat your own internal prompts as 
effectively public data? Encrypt data? 

• AI Risk and AI Governance



AI + Risk + Governance = Safe AI

• Risk-Based Regulation of AI to identify and mitigate 
potential risks associated with LLMs.

• AI Risk Strategy & Roadmap 

• Education & training should be a priority

• AI Governance and Operations 

• LLMs can be classified, scored, and monitored.  
Consider feedback loops, multiple layers (human-
in-the-loop, AI models to regulate other AI, etc.)



Best Practices for Safe LLM Use

• Data anonymization techniques: removing PII, data masking, and data 
generalization.

• Robust testing and evaluation: Ensure the model doesn't reveal 
sensitive data.

• Spend time testing out your application

• Leverage benchmarking and testing (consider having several 
layers, one AI LLM to test the output of another)

• Fine-tuning: Using additional secure and sanitized datasets to adapt 
the LLM to specific tasks without compromising privacy.



Best Practices for LLMs at Scale

• Define LLM usage policy (consider ethical use of this technology, data 
handling practices, potentials for misuse)

• Security and Privacy (educate on potential risks)

• Leverage LLMs from reputable sources (do your homework!)

• Review data handling policies

• Encryption of data, removal of PII



AI Safety and Fairness

• Enforcement and Compliance 
• Government regulations, legal and ethical standards

• Develop a culture that focuses on AI safety, fairness, and 
accountability, ensuring LLMs are developed and used responsibly.

• Alignment with Standards: 
• Develop standards for AI development, deployment and use. Comply with 

your company regulations, government legislation, and recommended 
guidelines



Regulations around AI and Policies

• In June 2022, the Government of Canada tabled the Artificial Intelligence and Data Act 
(AIDA) as part of Bill C-27, the Digital Charter Implementation Act, 2022.
• Canada's Artificial Intelligence and Data Act (AIDA), emphasizes a risk-based approach to AI 

regulation, focusing on high-impact AI systems. It outlines considerations for these systems, 
enforcement mechanisms, and the role of the AI and Data Commissioner. The AIDA aims to ensure AI 
safety, fairness, and accountability, aligning with international standards and evolving technology.  

• Bill C-27 passed in 2023

• Voluntary Code of Conduct on the Responsible Development and Management of 
Advanced Generative AI Systems (canada.ca)  (Sep, 2023)

• EDGE (OSFI) Financial Industry Forum on Artificial Intelligence: A Canadian Perspective on 
Responsible AI (osfi-bsif.gc.ca)
• Report from OSFI that supports safe AI development, grouped into Explainability, Data, Governance, 

and Ethics - the “EDGE” principles.

https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-development-and-management-advanced-generative-ai-systems
https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-development-and-management-advanced-generative-ai-systems
https://www.osfi-bsif.gc.ca/Eng/Docs/ai-ia.pdf#page=9
https://www.osfi-bsif.gc.ca/Eng/Docs/ai-ia.pdf#page=9


EU AI Act (Mar, 2024)

• According to the EU’s website , the new rules categorize 
AI systems based on their “risk” and prohibit AI practices 
and systems that pose “unacceptable risks,” examples:

• biometric categorization

• Social scoring

• Facial recognition databases

• Exploiting vulnerabilities (age, disability, etc.)

• Systems that infer sensitive attributes like race, political 
opinions, etc.

• New prohibitions on emotion-recognition technology in 
workplaces or educational institutions

• And more..

https://artificialintelligenceact.eu/high-level-summary/#:~:text=The%20AI%20Act%20classifies%20AI%20according%20to%20its%20risk%3A&text=Minimal%20risk%20is%20unregulated%20(including,is%20changing%20with%20generative%20AI).


Where do you stand on LLM Applications?



Safeguarding the Future of LLMs

• For Business: Emphasize the importance of 
transparency with customers regarding LLM 
use and data handling practices.

• For Tech: Prioritize privacy, responsible and 
safe AI in every stage of LLM development and 
deployment.

• Collaboration is key: Ongoing dialogue 
between tech and business teams to navigate 
the complex landscape of LLM data and 
privacy.

• Establish AI Governance and mitigate AI Risks



Thank you
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