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Private GPT

Data sovereignty and efficiency for enterprises



AI & Co.
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Use Case Families
Generative 

Models

Non-
Generative 

ML

Optimi-
sation

Simul-
ation

Rules Graphs

Forecasting

Planning

Decision Intelligence

Autonomous System

Segmentation

Recommender

Perception

Intelligent Automation

Anomaly Detection

Content Generation

Chatbots

Knowledge Discovery

Source: Gartner Data & Analytics Summit Conference 2024
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What the private GPT is addressing

Data protection and security

Intellectual property issues

Costs

Control

Bias, fairness and ethics

(In)dependence of service providers

Compliance and regulatory challenges

Critical infrastructure
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Critical Infrastructure

"The threat is real"



Digitally sovereign workplace
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1. Data sovereignty 
Full control over data, independent of external providers.

2. Data security
Use of trustworthy, mostly domestic or European solutions that meet strict data protection 
requirements.

3. Independence 
Free choice of technologies and platforms, without dependence on global tech giants.

4. Flexibility
Adaptable workplace that maintains control and sovereignty over digital processes.
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Non-Open Source versus Open Source

GLaM (Google)
LaMDA (Google)

Gopher (DeepMind)
Chinchilla (DeepMind)
Ernie 3.0 Titan (Baidu)

HyperCLOVA (Naver Corp)
AlexaTM 20B (Amazon)

Megatron Turing-NLP (Microsoft)
GPT-SW3 (AI Sweden & RISE)

ChatGPT (OpenAI)
GPT 3.5 (OpenAI)
GPT 4 (OpenAI)

GPT 4o (OpenAI)
Gemini (Google)

Wu Dao 2.0 (BAAI)
FLAN (Google)
PaLM (Google)

Bloom (Big Science)
T0-XXL (Big Science)

OPT (Meta)
LLaMA (Meta)
YaLM (Yandex)

GPT-j (EleutherAI)

NeMo (Fujitsu / Mistral)
GPT-NeoX (Eleuther AI)

[Gemma (Google)]
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Where are we?

Quelle: Hugging Face

Powerful, very expensive

Good models, performance okay, decent 
response

Poor performance, which usually 
doesn't elicit great responses

NeMo 12B

Excellent performance, budget-friendly

GPT-4o

Gemini Ultra

Mixtral 8x22B

Mixtral 8x7B

Mistral 7B

Qwen 2 7BLlama 3 8B

Neural Chat 7B

Llama 2 70B

Llama 2 7B

Recurrent Gemma 2B DeciLM 7B

Hare 1B

Open-Assistant SFT-1 12BQwen-1.5 2B

Jamba 52B InternLM2 8B

Nexus Raven V2 13B

Llama 3.1 405B

Llama 3.1 8B

High-quality, cost-intensive models Qwen 2 72B

Llama 3 70B Llama 3.1 70B

Cohere command 35B/104B

https://www.bing.com/ck/a?!&&p=f1e01d10dc4cf805JmltdHM9MTcyMjI5NzYwMCZpZ3VpZD0wOThkMGVjYi05MTllLTYyMGYtMDI1Yy0xZDE0OTAyNzYzOTcmaW5zaWQ9NTY1MA&ptn=3&ver=2&hsh=3&fclid=098d0ecb-919e-620f-025c-1d1490276397&u=a1L2ltYWdlcy9zZWFyY2g_cT1nb29nbGUlMjBHZW1pbmklMjBsb2dvJkZPUk09SVFGUkJBJmlkPURBRUNGQzE1ODlBMUMwN0I5QTBGN0Q4RDEzODUyRjRBNUEyMTM0NzM&ntb=1


The maths and mathematicians behind our LLM
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DigitisationAutomationArtificial intelligence Analytics

Co-financed by the 
European Union



Customers

Use cases and Benefits
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Increased efficiency through generative AI
Example: software development at Fujitsu

1.6h

2,3h

1.9h
1.8h

1.7h

1.2h

0.0

0.5

1.0

1.5

2.0

2.5

0-2 years 2-4 years 4-6 years 6-8 years 8-10 years > 10 years
0.0%

10.0%

20.0%

30.0%

40.0%

50.0%

60.0%

Requirements
gathering and analysis

Design and
architecture

Code generation and
development

Deployment and
integration

Maintenance and
monitoring

Security Project management

Experience of the developers; efficiency increase in h/day
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Customer use cases



Languages
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Arabic Finnish Japanese Swedish

Bulgarian French Norwegian Turkish

Chinese German Persian Ukrainian

Czech Greek Polish

Danish Hebrew Portuguese

Dutch Hindi Romanian

English Hungarian Russian

Esperanto Indonesian Slovakian

Estonian Italian Spanish

Natively or Translated



LLM – Reference Infrastructure
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Rancher Prime

Containerlayer

Vector - Databases

SUSE Linux Enterprise

Hardware Infrastructure

Inference & RAG Layer

User Interface

LLM Model

Authentication

AI – based
Anomaly Detection

Server 
Management

OS
Management

CLI /

API
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Security threads and CRA Cyber Resilience Act
New EU legislation

NIS2 - Network and Information Security

Directiveconcerns public and private critical infrastructure facilities 
(energy, transport, healthcare, water supply, digital infrastructure, public 
administration, etc.). This has been expanded, e.g. transport, financial 
market infrastructure, pharma and medtech, chemicals and many more.

Cyber Resilience Act (CRA) 
aims to protect consumers and businesses that buy or use products or 
software with a digital component.

Digital Operational Resilience Act (DORA) 
affects all financial and insurance companies and is an EU regulation that 
came into force on 16 January 2023 and will apply from 17 January 2025.

NIS-2 Directive (in extracts)

• Up to €10 million liability or 2% of turnover

• Management can be held personally liable

Briefing: https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/689333/EPRS_BRI(2021)689333_EN.pdf
Final : https://eur-lex.europa.eu/legal-content/DE/TXT/?uri=CELEX:32022L2555

https://digital-strategy.ec.europa.eu/en/news-redirect/756860
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2554&from=FR
https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/689333/EPRS_BRI(2021)689333_EN.pdf
https://eur-lex.europa.eu/legal-content/DE/TXT/?uri=CELEX:32022L2555
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NIAP OSPP (US) vs. EAL 4+ (EU) - Scope of certification
EAL = Evaluation Assurance Level (how much was checked)

Product

NIAP OSPP
on level EAL 1

US-Companies, SUSE

Security certification gap for NIS2

!
Product

Company

Production

Security updates

EAL 4+

Features

Supply chain

SUSE
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Impact of GDPR and AI Act on e.g. Meta's LLaMA 3 Release

Restrictions of LLaMA 3 in the EU

• The Reason:
The EU AI Act strictly regulates high-risk AI systems.

• Metas Decision: 
Meta will not release LLaMA 3 in the EU due to GDPR and AI Act.

• Consequences: 
EU companies are barred from using Meta's AI models.
No-EU companies are restricted to sell to EU customers



Data chat

API and more
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How does our Retrieval Augmented Generation (RAG) work?
Overview
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LLM

User

RAG

Doc

Company/Authority
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Embedding model

Vector DB

Varied data sources

LLMGuardrail

Prompt
Processing

Retrieval/Rank

Data ingestion/
processing 

Data ingestion/
processing 

How does Retrieval Augmented Generation (RAG) work?

User Query

Post processing



What customers want
Office Integration
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LLM

User

RAG

Doc
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What customers want
Chat Bot Integration
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LLM

RAG

Chat Bot
Intranet & Extranet

www.

Doc



What customers want
APIs facilitate integration.
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LLM

RAG

API‘s

Applications

Doc



What customers want
SecDocs Integration via VNClagoon
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LLM

User

RAG

SecDocs

Doc



LLM – Reference Infrastructure
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Rancher Prime

Containerschicht

Vector databases

SUSE Linux Enterprise

Hardware infrastructure

Inference & RAG

Ûser interface

LLM Model

Authentication

AI-based
anomaly detection

Server 
Management

OS
Management

CLI  /

API





Insights

Market & Technology
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Mistral NeMo 12B

&

New model
Mistral NeMo in collaboration with NVIDIA, trained on 3,072 H100 80GB GPUs.

Easy to implement
Can replace any Mistral model.

Multilingual
Strong language skills for multilingual tasks.

Optimised
High performance on NVIDIA hardware and software.

Selected data

Trained on Mistral's own data set, which contains a large proportion of multilingual and coded data. This enables better feature learning, lower bias and 
an improved ability to handle diverse and complex scenarios.



Data. Bias. Copyright.
The data used to train the model is important.
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‘Trained on Mistral's proprietary dataset, which contains a large proportion of multilingual and coded data, 
enabling better feature learning, lower bias and improved ability to handle diverse and complex scenarios.

Quelle: Power Text-Generation Applications with Mistral NeMo 12B Running on a Single GPU | NVIDIA Technical Blog

Typical meaning of proprietary:

...if a data set is labelled as ‘proprietary’, this means that the company, in this case Mistral, has control over the creation, collection, 
maintenance and management of the data. The company generally ensures that the data comes from legal and licensed sources and 
guarantees that the use of this data complies with the legal framework...

https://developer.nvidia.com/blog/power-text-generation-applications-with-mistral-nemo-12b-running-on-a-single-gpu/
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Our portfolio: a wide selection of high-performance models

26.37

8.48 8.72
3.02

27.11

62.61

NeMo 12B Instruct

26.33
16.13

7.61
0

34.56

67.48

Cohere Command-r 
35B

33.24
20.42

7.38 7.55

39.92

76.64

Cohere Command-r-plus 104B

22.28

25.35

30.86



Benchmarks

How we compare
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Comparison of current models
e.g. Huggingface LLM Leaderboard v1
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Source: 
Handelsblatt
Mistral [3]

GPT-3.5 Mixtral 8x22B
Instruct

Mixtral 8x7B

MMLU 70,0% 77,8% 70,6%

HellaSwag 85,5% 89,1% 86,7%

ARC Challenge 85,2% 72,7% 85,8%

WinoGrande 81,6% 85,2% 81,2%

GSM-8K 57,1% 58,4% 58,4%

TruthfulQA 84,1%

AVG 75,9% 76,5% 76,5%

Mistral 7B
Instruct 0.3

Pharia-1 7B
control-aligned

Pharia-1 7B
control

62,4% 52,5% 48,4%

82,6% 76,1% 64,6%

61,3% 52,8% 54,6%

78,4% 64,3% 65,1%

48,8% 16,3% 1,4%

78,4% 56,6% 54,7%

68,6% 53,1% 48,1%



Context Windows
Maximum number of tokens a language model can process at once; allowing a natural conversation. 
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128k

8k

8k

2k

2k

NeMo 12B

Gemma 9B

LLaMa3 8B

Aleph Alpha Luminous-Base 13B

Aleph Alpha Pharia-1

0 20 40 60 80 100 120 140

How good is our model at remembering 
answers and questions?

Source: Mistral [3]
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Benchmark of relevant 9B –13B models

64.33

60.61
58.96

41.8

83.5
76.8

31.2

73.8
68

60.6
70.4

50.3

Mistral NeMo 12B 

80.1
74

29.8

71.3 71.5

50.8
60.8

46.6

Gemma 2 9B

80.6
73.5

28.2

61 62.3
56.4

66.7

43

LLaMA 3 8B

53.3
64.6

N/A

20.5

N/A

27.8

N/A N/A

Luminous-Base 13B

Quelle: 
Mistral [3]
Aleph Alpha [4] 



DX Innovation Platform Germany

Your AI Test Drive platform
• No Cloud
• Free of charge
• Consultancy-led
• Secure and reliable
• Available within the EU
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Our Ranking

Publication by the WIPO

Quelle: https://www.wipo.int/tech_trends/en/artificial_intelligence/story.html



1 Private GPT protects the company's IP

2 Pay-per-use OnPrem instead of cost risk

3 High performance and highly scalable
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Thank you!
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Q & A
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