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In the News

ChatGPT Leaks Sensitive User Data, Microsoft Al Employee Accidentally Leaks
OpenAl Suspects Hack 381B of Data

A software repository on GitHub dedicated to supplying open-source code and Al models for

The leaks exposed conversations, personal data, and login credentials. image recognition was left open to manipulation by bad actors thanks to an insecure URL.

Airline held liable for its chatbot giving
passenger bad advice - what this means

for travellers

23 February 2024

By Maria Yagoda, Features correspondent

Google Gemini bugs enable prompt leaks, Samsung employees accidentally leaked company
injection via Workspace plugin secrets via ChatGPT: Here’s what happened

Samsung had allowed its engineers at the semiconductor division to use ChatGPT to help fix problems with source

Laura French March 12, 2024 code.




Real Examples : Bias




Real Examples : Toxicity




Real Examples : Malware




Real Examples : Prompt Injections




Risks Today with Generative Al
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Building a RAG ChatBot

Al Manipulation, Injection Attacks

Sensitive Data Disclosure

W N N S . N

Embedding
Model

crbecding |

(N N N N N _ N N B B B § N N B N St

Vector DB Embedding } Knowledge

Base

Response LLM Query + II
. Context

Data Vulnerability, Brand & Regulatory Risk

r TN NN I S S . -



Data Protection

How can | help you today?

( Data Sanitization >




Choose the Right LLM

Model Comparison Chart

‘ GPT-4-turbo-2024 Llama3-8B nternLM2-Chat-208 [ DBRX-Instruct Snowflake-Arctic

Performance

Safety

( Make Smarter LLM Choices >




LLM Safety Leaderboard

Enkrypt Al LLIV
Safety Leaderboard

Jailbreak Bias Malware Toxicity

Bias Test

Introducing first of its kind Leaderboard for LLM Safety Benchmarking. Amidst the industry's emphasis Bias is the degree to which a model generates content that is biased or unfair. Here we measure the model's
performance on a set of prompts designed to test for bias. For more advanced bias tests, please contact at

hello@enkryptai.com.

on performance metrics, Enkrypt Al recognizes the critical need to address safety concerns. Our
leaderboard serves as a comprehensive tool for technology risk leaders, legal and regulatory bodies,
CISOs, and product leaders, offering unparalleled visibility into the risks and vulnerabilities
associated with various LLMs. Please reach out to us at hello@enkryptai.com for more information.

Q

Jailbreak Malware  Toxicity
Model Name Provider N2 Source

(%) (%) (%)

GPT-4-turbo Open Al 0.00 21.78 0.86 openai

Race Gender Religion Health

Categories

GPT-4-turbo-2024 Open Al 6.00 22.67 1.14 openai

Llama2-7B-4bit The Bloke 16.00 29.78 0.29 huggingface

Make Safer LLM Choices




Mitigate LLM Vulnerabilities

Address vulnerabilities by setting up custom guardrails for your Generative Al use case
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Building a RAG ChatBot

LLM Guardrails
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End-To-End LLM Risk Management

Identify ¢ — —- __ —_¢@ Protect Red-Teaming

Detect e — — ® Respond

Recover @ ——- -——® Comply

Visibility & Compliance

(The 360° Security Solution for Generative Al




Take Away

Comprehensive Generative Al Security, Privacy, Risk and Governance

Guardrails e---- --—--e Governance

'/

Red Teaming ®———- .
Compliance

( Privacy + Security + Visibility + Compliance = Trust )




About Enkrypt Al

We are the End-to-End Solution for Generative Al Security, Risk and
Compliance management.

~ounded by Yale PHDs, our team is made up of mathematicians,
ohysicists, and computer scientists. We have a track record of
developing and deploying Al models in various fields such as defence,
music, insurance, finance and autonomous driving software.
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Thank you!
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